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• PDFs: The data input pipeline accepts documents in PDF form for processing.

• DOI (Digital Object Identifier): A database which is queried to find any metadata 

associated with the document. 

• OCR (Optical Character Recognition): A machine learning model to retrieve the 

text from the PDF document. The currently used model is Tesseract.

• Chunker: Breaks the text into smaller sized files or chunks of text. This is 

important for LLM prompt token limitations.

• JSONs: A composite data file with the textual data from the OCR and Chunker as 

well as the metadata retrieved from the DOI database.

• Embedding Creation: The conversion of textual format to a numerical vectorized 

format. This is handled by Together AI using the m2-bert-80M-8k-retrieval model.

• Vector Database: The storage and reference module for the vectorized 

embeddings of the JSON files. MongoDB Atlas was utilized.

• Query: The question/prompt sent by the user. In our build sent by Axios.

• Vector Database: The embeddings which the query is compared to, so that the 

most similar embedding can be found.

• Most Similar Chunk: The chunk returned by the Vector Database in JSON 

format.

• Prompt: A composite block of information containing the Query, Most Similar 

Chunk, and statements to tune the LLM generation.

• LLM (Large Language Model): Generates the response with the given 

information from the prompt. The model used is Llama3.

• Response: The reply for the query generated by the LLM using the prompt. This 

is returned to the user through the website.

Fig 3. Data Input Flow Chart 

Fig 4. Query Response Flow Chart

Website

Goal: Create an open source LLM that can be utilized to assist in finding energy 

research documents to streamline answering of researcher’s questions.

Requirements:

• LLM able to respond based on database of energy research documents and 

hosted on a website.

• Open-source resources (as much as possible).

• Modular components for data pipelines.

• Return the documents from which the response is generated.

Fig 1. Overall Project Diagram

Fig 2. Frontend Flow Chart

• Used pre-existing models to streamline production process.

• Data processing pipeline constructed to handle PDF input to embeddings.

• Query response pipeline handles RAG (Retrieval Augmented Generation) 

functionality using the LLM.

• Website created to allow for interaction with the backend components.

References
• Flask: Acts as the backend framework that mediates interactions between the 

frontend and the LLM.

• Axios: HTTP client used in React App to send requests to backend.

• React.js: Framework used to build the interface of the website.

• Cloudflare Pages: Deployment platform for the website with seamless Git 

integration for UI updates. Has built in security.

• Website: The user access point for interacting with the system.
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Fig 5. Website Interface for ACEP LLM

There are a few different ways in which the project could be further developed.

• Formalized Testing: A formalized method of testing the capabilities of the 

chatbot’s recall and generation capabilities could be developed. The LLM is 

already an established model, so the testing would cover our application of it.

• Streaming Response: LLMs typically take a while to generate and send the 

full response, so streaming the response in chunks can be done to provide a 

more seamless response for queries.

• Saved Chat History: Saving chat for different users would be useful for 

picking up where researcher left off or for referencing past queries.
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